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Motivation
LLMs have been used to generate query expansions augmenting 
information retrieval.
 

Existing methods:
○ focus on textual similarities between queries and documents
○ overlook relations between documents.
○ often fail to handle complex queries with both textual and 

relational requirements
 

Our method:
○ augment LLMs with structured document relations from 

Knowdelge Graph (KG)
○ use both textual and relational information for query expansion
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Experiments
● Three semi-structured retrieval datasets from 

STaRK benchmark.

● Table 2 is the results with 
○ GPT4o as LLM 
○ text-embedding-ada-002 as embedding.

● More evaluations and results with other LLMs 
and embeddings please refer to our paper.
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