
● Time-Increasing Bandits: The reward of an arm first increases 
and then converges along with the times it is pulled.

 

● Time-Increasing Upper Confidence Bound (TI-UCB) Algorithm:
See Appendix A of our paper for theoretical analysis of upper 
confidence bound and change detection rationale.

 

● Logarithmic Regret Upper Bound: See Appendix B for proof.
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Motivation
● Background: There are so many powerful LLMs nowadays! They have 

different sizes and may have different advantages.
   

● Question: How to decide which model to deploy for a given task? 
 

● Challenge: Traditional methods finetune all candidate models before 
choosing the best one. But finetuning all LLMs is extremely expensive!

 

● Our Approach: We adopt an online model selection framework with a 
multi-armed bandits formulation to select the best model with minimal 
exploration (i.e., finetuning cost).

Figure 1: An illustrative example of online model selection for LLM summarization.

Methodology

Presenter:   Yu Xia    xiayuu@umich.edu

Figure 2: Increasing-then-converging reward 
trends of an API-based LLM (GPT-3 Davinci) 
and a local small LLM (GPT2 Medium) over 
finetuning steps on a text summarization 
dataset. The reward considers both model 
performance and finetuning cost.
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Experiments
1. Evaluation Metric: Empirical Cumulative Regret

2. Synthetic Model Selection:
Synthetic reward functions
randomly selected from

 
 

3. Classification Model Selection:
Canonical classification models
on IMDB review dataset,
e.g., LR: logistic regression, 
        NB: naive bayes,
        NN: neural network.

4. LLM Selection:
LLMs of different sizes and costs
on XSum summarization data.
Reward:
Finetuning Cost:

5. Ablation on Change Detection Window Size:
    We vary the sliding window size to test the 
    sensitivity of TI-UCB performances.

  
6. Findings:

● TI-UCB outperformed all baselines in online 
model selection with increasing-then-converging 
performance trends during finetuning.
 

● By integrating finetuning cost into reward design, 
TI-UCB can promisingly balances cost and 
performance for practical deployment of LLMs.
 

● Customized change detection 
window sizes can flexibly 
tackle situations when there 
are fluctuations in model 
performance during training.


